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SYNTHESIS OF DISCRETE DRIVES CONTROL SYSTEMS

The classical methods of creation of schemes using tables of transitions, states, Carnot's cards and other means which dimension depends on number of
inputs and outputs of the scheme are not acceptable for systems big dimension (with big number of inputs, outputs and internal states). Control systems
of hydropneumatic units are the determined systems of big dimension. Now at synthesis of systems of hydropneumatic units the standard position
structure having the known advantages, but which is characterized by a large number of elements of the projected scheme is used. Partial minimization
of standard position structure was offered in the works Yuditsky S., Goedecke W., Belforte G., Reydzo J., etc. The method of full minimization of the
standard position structure offered by the author allowed to receive the minimum structure of schemes due to receiving of minimum the operation
graph and the offered mathematical model — the matrix conformity (MC) which dimension does not depend on quantity of entrances and exits of
system.

Keywords: the standard position structure, the matrix conformity, the operation graph, minimization, hydropneumatic units, inputs, outputs,
states, synthesis of systems, schemes.

M. HEPKALIIEHKO
CUHTE3 JUCKPETHUX CUCTEM YIIPABJIIHHA IIPUBOJAMMU

Kiacuuni Merou 1moOyI0BU CXeM, siKi BAKOPUCTOBYIOTh TaOJMIII TIEPEXO/IiB, CTaHiB, KapTh KapHo i iHIIi 3aC00M, PO3MIPHICTh SKHX 3aJISKHUTh BiJl
YHCIIa BXO/IB 1 BUXOJIB CXEMH, HE NPUUHATHI JJIs1 CUCTEM BEJIMKOIO PO3MIPHICTIO (3 BEJIMKOIO KUIBKICTIO BXOJIIB, BUXO/IB 1 BHYTpILIHIX CTaHiB). A
CHCTEMH YIIPaBJiHHS TiJPOIIHEBMOArperaTie € [IEeTepPMIiHOBAHHMMH CHCTEMaMH BEJIHKOI po3MipHOCTi. B jaHmii uwac mpu cuHTE3i cHCTeM
riponHeBMoarperaTis. BUKOPHCTOBYEThCSI CTaHJapTHA IO3MIIifiHA CTPYKTypa, sKa BOJIOJIE BiIOMHMH II€peBaraMu, aje sKa XapaKTepH3yeThCs
BEJIMKOIO KUIBKICTIO €JIEMEHTIB MPOEKTOBAaHOI cxeMH. YacTKoBa MiHiMi3alis CTaHJAPTHOI MO3MLIHHOI CTPYKTypH Oyna 3ampolOHOBaHA B IPALX
Yuditsky S., Goedecke W., Belforte G., Reydzo J. Ta in. MeToa nmoBHOI MiHiMi3allii cCTaHIapTHOI MO3MIIHOI CTPYKTYpH, 3alPOIIOHOBAHUI aBTOPOM,
JIO3BOJIMB OTPHUMATH MiHIMAJIbHY CTPYKTYPY CXEM 3a PaXyHOK OTPHMAaHHS MiHIMAJILHOTO rpada orepariiii i 3arnpornoHoBaHOI MaTeMaTHYHOT MOJIEI —
Mmarpui Bianosiguocrei (MC), po3MipHICTb SKOT HE 3aJISKHUTh BiJ{ KIIBKOCTI BXOJIIB i BUXO/1iB CUCTEMH.

Kiaou4oBi cioBa: craHgapTHa MO3UIIKMHA CTPYKTypa, MaTpHIs BiANOBiAHOCTEH, rpad omepariif, MiHiMi3alis, TiAPOIHEBMATHYHA OJUHHMII,
BXO/IH, BUXO/IH, CTaH, CHHTE3 CHCTEM, CXEMH.

M. HEPKALIIEHKO
CHUHTE3 JUCKPETHbBIX CUCTEM YIIPABJIEHUSA ITPUBOJJAMU

Kiaccuyeckue METO/IbI IOCTPOEHHS CXEM, MCTIONB3YOIKE TaOIHIbI TIEPEX0/I0B, COCTOSHUM, KapThl KapHo U Jpyrue cpeacTBa, pa3MepHOCTh KOTOPBIX
3aBHCUT OT YHCIa BXOJOB M BBIXOJIOB CXEMBI, HE MPUEMIEMBI Ul CHCTEM OOJBINON pasMEpHOCTH (¢ OGONBIIMM YHCIOM BXOJOB, BBIXOIOB H
BHYTPEHHHMX COCTOSIHHI). A CHCTEMBI YIIPABJICHHUs THIPOITHEBMOATPETaTOB ABISIOTCS JETEPMUHUPOBAHHBIMU CHCTEMaMH OOJIBIION pasMepHOCTH. B
HACTOSILIEE BPEMsS MPU CHHTE3€ CHCTEM TMIPOIHEBMOArPETATOB HCIIONB3YETCs CTAHIAPTHAS MO3UIMOHHAS CTPYKTYpa, 00JAJaiomiasi M3BECTHBIMU
MPEUMYIIECTBAMHE, HO KOTOPAst XapaKTepU3yeTCst OOJBIINM KOJIMIECTBOM DIIEMEHTOB IIPOEKTHUPYEMOii cxeMbl. UaCcTHYHAS MUHUMH3AIUS CTAaHIaPTHON
MO3UIIMOHHOM CTPYKTYphl Obula mpemioxkeHa B Tpyaax Yuditsky S., Goedecke W., Belforte G., Reydzo J. u ap. MeTox mojiHOW MHUHUMH3AIHA
CTaH/APTHOM MO3UIMOHHONW CTPYKTYpBI, MPEIJIOKEHHBI aBTOPOM, IO3BOJIMI IOJYYMTh MHHUMAJBHYIO CTPYKTYPY CXEM 32 CYET MHOJIydYeHUs
MHHHMAJIBFHOTO Tpada omepariii U MPeIoKeHHON MaTeMaTHIECKOi Mojien — MaTpuilbl cootBercTBHil (MC), pa3MepHOCTh KOTOPOi HE 3aBHCHT OT
KOJIMYECTBA BXOJIOB U BBHIXOJIOB CHCTEMBL.

KuoueBble €/10Ba: CTaHIAPTHAS TO3ULMOHHAS CTPYKTYpa, MaTpUlla COOTBETCTBUIA, rpad) omepanuii, MUHUMU3AIUs, THIPOTHEBMATHYECKASL
€/IMHUIIA, BXOJIBI, BBIXOJIbI, COCTOSIHUSI, CHHTE3 CHCTEM, CXEMBI.

1. Introduction. Practical experience with discrete  graph whose vertices {4} are in one-to-one

control systems for industrial robots with hydraulic and
pneumatic

controls shows that such systems are characterized by
several operating cycles and a large number of inputs,
outputs, and states. The effectors of an industrial robot are
hydraulic or pneumatic pistons whose position is
monitored by sensors, such as finite switches, sequence
valves, time relays, etc. Each effector input Z; and

each sensor output X may take on two discrete values
10, 1}. A component Uy of the control system is represented

by a unit corresponding to the motion of one of the
effectors in space. The input Z. is treated as the

component input and output X as the component output.

To describe the functioning of a control system, we
use the language of operation graphs [1], since it
provides the most complete representation of control
systems of this type. An operation graph is a directed

correspondence with the operations of a technological
process, and its arcs correspond to transitions between
different operations. On the arcs of the graph the
operations are marked by sequences of the form Q, - z,

(i.e., by formulas of the type "if condition O, is true, then
condition z,, is true"). Here the set (O, contains the

component outputs {X}, the actions of manual control
systems, etc. The set z, moves the control system

between different operations. The set z, contains the

effector inputs whose values change in the given
transition. The operation graph that describes the
functioning of the control system of an industrial robot
consists of cycles, each corresponding to one of the
operating modes.

However, in practice, we are often required to solve
problems associated with the local operating mode of the
control system. In this connection, we will consider a
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synthesis method which, while preserving the standard
positional structure [1] (with unitary coding of the internal
states), minimizes the control system network by mini-
mizing the number of memory elements and in some cases
also the number of logic elements. As we shall show
in the sequel, this is accomplished by constructing the
partition graph. The proposed synthesis method consists
of the following main stages: the control system operating
conditions are written in the sequence-description
language, which is the machine interpretation of the
language of operation graphs intended for computer-aided
synthesis of control systems; the cycles in the operation
graph are identified; the set of combinations {Q} is
partitioned for each cycle separately by the method
described in [2-4] and a partition graph is constructed,
whose vertices correspond to a minimal number of
internal states of the control system; logical equations de-
scribing the control system are constructed: in this stage
the signals {Q} marked on the graph which cause
transitions between operations are lengthened by
adjuncting signals (from the complete output
combinations {P}active in transitions) that leave the
transitions unchanged [3]. This approach avoids deep
minimization of the complete combinations {P}. The
resulting switching functions of memory elements and
effectors can be minimized by using simple absorption
and join formulas for Boolean functions. The last stage is
the realization of the control system by logical elements.
2. Formalized Description of the Control System.
Fig. 1 is the operation graph of the control system of a
simple industrial robot serving a lathe. The
vertices in this graph correspond to the operations {4},
and the arcs represent transitions between different
operations. The arcs are marked by the sequences {S},
with the left-hand side containing the combinationQ,

which causes transition between different operations and
the right-hand side the combination z, which consists
of the signals Z; and Zg switching the effector on and

off, respectively. Only those inputs whose values change
in a given transition are marked on the arcs. The operation
graph G is represented by the adjacency matrix
R; of its vertices: the rows and the columns of the
adjacency matrix correspond to operations, and at the
intersection of row 4; and column A4; we enter the

corresponding sequence if vertices 4; and 4; are joined

by an arc, and 0 otherwise.

(5)e 4
g P, - 23

Pj od E:
Fig. 1. The operation graph G

To compute the complete outout combinations {P}
active in transitions, we use the component matrix R, .

Each row U, of the matrix R, corresponds to one

component, the first column corresponds to the initial
position of the effectors of the components {U}, the
remaining columns correspond to the subsequent
monitored posi tions. At the intersection of row U, and

any column of matrix R, we enter the corresponding

output signals {X} if the position is monitored, and 0
otherwise. If all the elements in row U, to the right of

element X ¢ are 0, or X is the last element of the row,

the particular output monitors the final position of the
effector.

The cycles in the operation graph are identified by an
efficient algorithm described in [3]. This algorithm
computes the determinant det (R; ) of the matrix R; of
the operation graph G, and selects from the set of
terms a subset corresponding to the set of cycles of the
graph G.

For the graph G in Fig. 1, we identify: {P1 -z,

PzHZz, }):;l—)Z3,P4HZ3,})5|—>Zz,P6|—>Zl}.

3. Synthesis of Switching Functions for Memory
Elements and Effectors. For every cycle of the operation
graph, we construct a partition m of the set of
combinations {P} into blocks {B}, such thatlJB, = {P}

and B, (1 By =@. Identical combinations p, producing
and z, should be

assigned to different blocks in the partition and should not
occur in adjacent blocks B, and B, (the first block is

different input combinations z,

assumed to follow the last block); moreover, no
combination p, of a successor block B, should

coincide with the last combination of the predecessor
block B,. A computer algorithm for the synthesis of

partitions:

Synthesis Algorithm for the Partition m. The
algorithm constructs a 2m; matrix M (here m is the maxi-
mum number of combinations {P,,} for one cycle), whose
rows correspond to the combinations {P,} and the
first column contains the decimal equivalents of the binary
numbers corresponding to the output combinations
(identical ~ combinations  p,  producing  different

, and z,

numbers). The second column stores the decimal numbers
corresponding to the blocks {B} of the partition n. The
algorithm consists of the following steps.

1. i=a=1 (i is the row index, a is the block
index), go to 2.

2. M(,2)=a; goto3.

3. i=i+ 1, if M(i, DEM(, 1) (j takes on values
such that M (j, 2) = a) go to 4; otherwise go to 5.

4. IfM (i, DEM(, 1) (1 is the last element of the
block a.-1), go to 2; otherwise go to 5.

5. a=a+l goto?.

As noted, the last block is followed by the first
block, and the procedure stops when two successive
iterations produce essentially the same partition. In
practice, no more than 3 iterations are needed.
Stabilization of the process indicates that the particular

combinations z are represented by equal
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partition is unique and minimal when the conditions
formulated in the proposition are satisfied. Let us estimate
the complexity of the algorithm. Assuming 3 iterations,
we denote by |B| the number of blocks and by m, the
number of combinations {P,}. On average, a block
contains m/|B| elements. The necessary number of

ml(ml_l]
BBl ) _mi—m|B]
- .

2|af

comparisons within a block is

The number of comparisons with a predecessor
block is mi/|B|l. The total complexity thus involves
3m (m+|B|)/2|B]> comparisons of decimal integers. Since
identical numbers never occupy adjacent positions,
the complexity can be reduced by 3(m;-1) comparisons.
We see from the formula that the complexity of the
algorithm diminishes as the number of blocks increases.
Storage space requirements are 2m.

We establish correspondence between switching on
of memory element o (in a standard positional structure,
memory elements are represented by split-input flip-flops)
and the last element p; of block B, and

construct a graph G, of partitions {n} for all the cycles.
Every vertex of the graph G, corresponds to a block
B, and is enclosed by a loop; the corresponding block

contains more than one element. The arcs which are
not loops form a single cycle of the graph G, if the
partitions {m} contain the same number of blocks (with
the exception of those partitions possibly containing a
single block). Otherwise, the graph G, contains several
cycles.

Theorem. The partition graph G, is realized by a
standard positional structure if identical combinations p,

producing different combinations z,and z, are assigned

to different nonadjacent arcs.

Proof of the Theorem. The only way to distinguish
between transitions that involve identical combinations
py producing different combinationsz, and z, is by

n
lengthening them by signals from the memory element
outputs y, and yg (a#P;y,,ys €Y ;Y — is the set of
memory element outputs). The partition 7 is constructed
so that on the graph G, one internal state a (block B, )
corresponds to an arc which is not a loop and
to an adjacent predecessor loop. Therefore, for two
transitions 4,/ 4;,; andd4;/A4;, in the graph G,
corresponding to a loop and to an adjacent successor arc
in the graph G,, with identical combinations acting in the
sequence S, \P, zv), corresponding to transition
A;1 4, and 4,/ A;,, in the sequence Sj/j+l(P[3 r—>zu),
corresponding to transition, the lengthening is
Py, =By,, since P, =F;, ie., the input combination

z, appears in transition 4,/ 4,,; which precedes the

n
transition 4,/ 4;,; in the cycle. If identical combinations
P, and Fy occur on adjacent arcsa ando=1 of the

graph G, which are not loops, we consider analogous

sequences S;/;,; andS;,;,; and obtain the lengthenings
Py, and Fy,, . But since Py, corresponds to
switching on the memory elemento+1, Fyy,,; memory

elementa+2, andP, =F (recall that in standard

positional structure, each predecessor memory element is
switched off by the output of its successor), we obtain a
"jump" from state o into state o+ 2 via state o +1, which
contradicts the operating cycle of the robot (does not
satisfy the stability condition [1]).

If the Identical combinations P, occur on the arca

and on the adjacent loop o +1 of the graph G, , then in this

Py,
on the arca which is not a loop

case the lengthening occurring in the

sequence S;;,,

corresponds to switching on the memory elementa +1. In
the sequence S, ,; the lengthening P,y belongs to the
loop a+1. But since P, y,,, corresponds to switching on
the memory elemento+1, the combination P, in the
transition 4; / 4;,; of the graph G acts sequentially with
signals y, and y,,,. This implies that the inputz,
corresponding to transition4;/A4;,; will prematurely

appear in the transition 4,/ 4, . Clearly, this allocation is
possible only for zu=Z(;u=zv), i.e.,, when only
effector(s) is (are) switched on and off in

transitions 4; / 4;,; and 4,/ 4;,, , respectively. Q. E. D.

J+1°
Bz
Pz ) =( Pz,
_ Bl‘ B2
Pz, P>z, Pz

Fig. 2. Partition graph G

Thus, the arcs of the graph G, which are not loops
are marked with the last elements of the blocks, and
the loops are marked with the ordered set of the remaining
elements. The algorithm constructing the partition
graph G, may be stated in the following form:

1. Set the number of vertices of graph G, equal to the
number of subsets |B| in the partition with the
largest number of blocks.

2. Identify the partition blocks or equal elements of
blocks, assigning them to one loop and to the adjacent
successor arc of the graph G, (if such exist).

3. Allocate the last elements of the subsets to arcs
that are not loops. If one arc which is not a loop is
marked with different elements (sequences), they are
labeled by the number of the cycle to which they belong.

4. On the loops write (from top to bottom) the
ordered subsets of the partitions (without the last ele-
ments). Different elements belonging to different cycles
are labeled by the corresponding numbers.

Partitions for of the graph G:

Tr:{PS Bz, ¥ B>z %R Hzl},{Pszz*,

Hesk -
Pz %%, P4|—)z3}.
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By step 1 of the algorithm, we count the vertices of
the graph Gr. By step 2, we identify identical elements of

the blocks Fi—z, P zy,

P Z assign them to one loop. By step 3, we allocate

Pz, and

the last elements of the partition 7 to the arcs of the
graph. By step 4, on loop 1 we write the ordered subset of
identical elements of the blocks see step 2. Roman
numerals label elements that do not belong to all the
cycles. The resulting graph is shown in Fig. 2.
The graph G, shows the
combinations A —F; active in the control

complete
system

transitions which correspond to the subcombinations
0, —0s. Identical combinations are marked with

asterisks.

The proof of the proposition shows that further
minimization of the partition graph is possible only by
breaking the standard positional structure, i.e., by using
nonunitary coding for the internal states of the control
system and switching one memory element more than
once during an operating cycle.

Thus, graph G, preserves the standard positional
structure while minimizing the operation graph and
produces a minimal partition graph satisfying the
requirements of the proposition. Note that the allocation of
the sequences in the graph G, is not unique, but in any
case the number of vertices remains minimal.

In order to minimize the number of conjunctions in
sequences in the switching functions of memory ele-
ments and effectors, we have either to minimize the
complete combinations {P} or to lengthen the transition-
activating subcombinations {Q} by adjuncting signals
from {P} that leave the transitions unchanged. The first
approach involves simultaneous minimization of a system
of Boolean functions with very many variables and in
practice does not yield optimal results. It is therefore
better to try the second approach, lengthening the com-
binations {Q}. Since the obligatory lengthening of the
combinations {Q} by signals {Y} from the memory ele-
ment outputs is only necessary for identical combinations
P, we can estimate the complexity of the final net-

work, remembering that the memory element and the two-
input conjunction (disjunction) are realized by a single
element. We distinguish between two cases: the number of
vertices of the graph G,, |B| > 2 and |B| = 2. For the first
case, the complexity of the network for a graph with
cycles is

m 18]
LBl 28,23 (i, —1)+ s —1As,
=
where |B| — is the maximum number of blocks for one

partition; k; — minimal number of lengthenings of the

combinations {Q}. by signals from {P} or {Y}, excluding
the obligatory lengthening of the identical combinations
from {P} , k, —number of identical output combinations:

k3€ — number of times the effector Z, is switched on;
m — number of effectors; k, — number of times the

memory element o is switched on for £ graph G with x

cycles; As; — gain from the decomposition of Boolean

functions by finding the common parts; As, — gain from

the factorization of the system of Boolean functions. In
the second case,

Ly =k, +2k, +Z( 1)+2k4 ~1-As,

since in this case we select one memory element using
both its inverse outputs, and |B|= 1. Since the different
control system loops do not "function" simultaneously,
many cycles in the operation graph can be realized
using common memory and it is this consideration that
determines |B|. The formulas for L, and L, do not include

the elements realizing the subcombinations {Q}, since
they are dictated by the technical specification of
the robot design. The combinations {Q} are lengthened by
the procedure described in [3].

The proposed synthesis method yields one of the
minimal systems of logical equations describing the
functioning of an industrial robot. It has been tested for
numerous control systems of industrial robots in
operation.

4. The structural organization the hydraulic and
of pneumatic systems of controls (Fig.3) allows to
reduce to a minimum number of elements of memory in
the block of memory, and also number of the logic
elements necessary for realization of the scheme (The
patent Ne 1166064 (USSR).

Entrance block "AND" 1 intend for formation of set
of conditions £. In the examined structure, unlike

standard structure, signals from the entrance block 1 and
from block "AND" 2 go directly in output block "OR" 6
whereas in standard structure in output block signals go
from the block of memory. Block "OR" 3 is used at
inclusion of one drive by different sets for different
programs of work of a drive. Block "OR" 4 is used in case
of several programs of work of a drive which lead to
occurrence of various quantity of conditions for each
program. The block of memory 5 includes consistently
connected triggers with separate inputs, each previous
trigger is switched off by a signal from an output of the
following. Here one output of the trigger is used.
Exception makes a case if the system contains two internal
conditions, and the block of memory contains one trigger
and two its inverse outputs are used. The output block
"OR" 6 contains elements "OR". Inputs X consists of a

subset of signals of inputs X automatic, and also from a
7 —
output signals, S — signals of inclusion of triggers, R —

of inputs X of manual management. On Fig. 1:

signals of cutting off of triggers.

Reduction of quantity of the equations is reached by
two ways: reduction of quantity of the equations of
inclusions of triggers (minimization of structure);
reduction of quantity of the equations of inclusions of
drives at use of valves with unilateral management.

We shall show method on an example of synthesis of
the of pneumatic system of controls of the industrial robot.
Operating condition of a control system is presented in the
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form of operation graph (Fig. 1) . The table of interaction
of entrance and executive devices is given below:

Table 1 — Disposition of entrance and executive devices

Drive Inputs signals
Designation Operation Staljt}ng Fl?‘?‘l
position | position
D, Holdlr}g _ X
mechanism
D, Telescopic arm Xy X5
D, Hinged section Xg X
x; — Start button

Formulas of a kind O, > Z, (i.e. "the condition Z,
follow the condition Q, ") be on arches of graph. Here Q,

represents entrance set which contains inputs of automatic
control and of manual management. The set Z, contains

outputs which have changed the values on transition.

On graph: Po=0, xsxey; Pi=x1, x4x¢;
Py=x3, x4x6; P3=xs, X3X6; Pas=xs, X3x6; Ps=x7,Xs;
Pe=xs, x3x5; P7=X4, X3X6.

‘ 2
D W
- - - - - = 1
1
T T T
T2 s
| |
| |
1
y [ T| I
anE N T R
L .
7|
| I
(B | !
| T |
| |
[ s

Fig. 3. The structural organization the hydraulic and of
pneumatic systems of controls

The offered method reduces quantity of the
equations synthesized owing to lengthening of sets Q. In

this connection the quantity of columns of a matrix of
conformity (MC) [3] is minimized. Rows of a matrix
correspond full entrance sets, and columns correspond to
the signals causing transitions. Algorithm of lengthenings
of signals of inputs mentioned below.

1. We go splitting sequence of entrance sets into
blocks so that in each of them there were no identical
entrance sets and last sets of the next blocks were not
identical.

2. Construct matrix of conformity MC.

3. We extend signals of inputs of columns of
matrix by signals of outputs of the trigger for identical
sets.

4. We fill MC «I», if input signal of a column - a
part of set of row of a matrix, and «0» differently.

5. We choose the equations for synthesis.

6. For the chosen equation we check a time
interval of action of a output signal on column with the

purpose of elimination «0», we spend lengthening of input
signals. If elimination is not possible, we use the trigger in
a power part.

7. Construct matrix of conformity MC when spend
minimization.

We write out the equations for functions of switching
of triggers and functions of outputs. We form a
disjunction of entrance sets for transitions of a time

interval of action function z, (Zg) . Let's consider a choice
of the synthesized functions of outputs 7= f(X,Y).

Where Z — functions of inclusion (disconnecting) of
outputs; X — set of entrance signals, ¥ — outputs signals
from triggers.

Functions of switching of triggers
S=f(X,Y),R=f(Y). In case of two internal conditions
S,R=f(X),

Possible schemes of inclusion of channels of valve
with unilateral management for drives are presented on
Figure 3. For reduction of quantity of the equations it is

enough to synthesize z, or ;g. The basic criterion at a

choice of function z. or ;g is the quantity of minimized

columns MC (not used columns), and also quantity of
lengthenings. The following criterion is quantity of
transitions which make a time interval of action of outputs
signals. If time intervals for both inverse functions
identical it is expedient to write out both functions and to
choose the optimum decision.

The of matrix conformity MC:

a2 o o ¢ 0o 1 1
¥

1 0 0 4] 1 0

b % A S

#. b 0 0

Xy XyXg 324 0 1 0 0 0 Q

E 3 (} 1] ()
b % T | R 1 1 0 0 ol v

X1 X5 =24 R 0 0 0 1 0 ]

deak L = 0 ) 0
Xg.XXs 2T © 0 0 4] 1 off
¥

wxxn o ¢ o o 1 1

We choose functions of outputs of a control system
scanning columns. For this purpose on a time interval of

action z, (;g ) is discover «0O» which interrupt an
interval. We spend lengthening Q of input signals. So for
function z; (the first column) it is «0» on crossing with a

column with an output Z(; =1). That does not allow to

eliminate premature operation z; =1.

If to include the trigger in transition from the first top
in the second the «0» in a time interval of action y =1 do

not influence a time interval of action z;. Thus, for

executive device D; we choose function z; . Here in a
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column of matrix x,y on crossing with a row of a matrix
for z, =1, conflicts is eliminated at switching "memory".
For executive device D, we choose "memory", namely

valve with separate inputs, as elimination «0» is not
possible. Besides, for executive device D; chosen

function — z; .

L, — 1

/\/\/1_ 2.(zc)

\Y/

Fig. 4. Schemes of inclusion of channels of valve with unilateral
management for drives

The matrix of conformity MC post facto minimization:

X5¥  X5¥ XY XY

Eal O P e 0 0 1 1 e
%

X XX > 2 S ||° o 1 o

XAy XgXg FP 2, 1 0 0 0
B - ¥

Xy, XyXg > 23 1 1 0 0 o

X..x; = IR 0 ] 0 0
XX 2T, || 0 0 1 i] =
¥

Xy XgXg I 0 0 1 1

Synthesizing the equations, we receive the logic
equations for this of case easier, than for an output block
which contains triggers. Hence use of the offered
algorithm leads to significant simplification of the logic
equations. The pneumatic scheme of management of the
industrial robot on Fig. 5 is present.

For synthesis of complex schemes it is expedient to
take advantage of a method of decomposition of the
equations.

Thus, the offered structure and the method of
designing constructed on principles of discrete
management, have doubtless advantages as the
synthesized schemes contain the elementary discrete
valves.

Thus, the synthesis method of schemes offered in
article allows to reduce considerably number of valves, to
thereby gain economic effect. So for the presented
example, the scheme synthesized with use the structure
standard position, contains 18 additional valves. Our
scheme contains — 1.

= :A:g
X3

X6 X7

X5

Fig. 5. The scheme of management of the industrial robot
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